Central pattern generators (CPGs) are neural networks that produce rhythmic motor activity in the absence of sensory input. CPGs produce ‘fictive’ behaviours \textit{in vitro} which parallel activity seen in intact animals. CPG networks have been identified in a wide variety of model organisms and have been shown to be critical for generating rhythmic behaviours such as swimming, walking, chewing and breathing. Work with CPG preparations has led to fundamental advances in neuroscience; however, most CPG preparations involve intensive dissections and require sophisticated electrophysiology equipment, making export to teaching laboratories problematic. Here we present an integrated approach for bringing the study of locomotor CPGs in \textit{Drosophila} larvae into teaching laboratories. First, we present freely available genetic constructs that enable educators to express genetically encoded calcium indicators in cells of interest in the larval central nervous system. Next, we describe how to isolate the larval central nervous system and prepare it for live imaging. We then show how to modify standard compound microscopes to enable fluorescent imaging using 3D printed materials and inexpensive optical components. Finally, we show how to use the free image analysis programme ImageJ and freely available features in the signal analysis programme DataView to analyse rhythmic CPG activity in the larval CNS. Comparison of results to those obtained on research equipment shows that signal-to-noise levels are comparable and core features of larval CPG activity can be observed. Overall, this work shows the viability of exporting live imaging experiments to low cost environments and paves the way for new teaching laboratory exercises revolving around optical imaging of CPG activity.
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Figure 1. CPG activity is sculpted by sensory feedback and neuromodulation to produce rhythmic behaviours across a wide range of vertebrate and invertebrate species.

used genetic tools to demonstrate the operation of CPG networks. For example, researchers have used the GAL4-UAS system (Brand and Perrimon, 1993) to express toxins that conditionally inhibit synaptic release specifically in the peripheral nervous system, and then observed resulting motor behaviours (Suster and Bate, 2002; Hughes and Thomas, 2007; Mendes et al., 2013). More recently, in vitro preparations have been developed in Drosophila larvae that allow optical recording of activity using genetically encoded calcium indicators. Importantly, the same standards used to validate the presence of CPG networks in established preparations have also been applied to larval in vitro preparations (Pulver et al., 2015). The development of preparations that enable imaging of CPG activity in genetically tractable organisms opens up attractive possibilities for educators and can complement recent work aimed at making optogenetics accessible for educators (Pulver et al., 2011, Titlow et al., 2015).

Live imaging of neural activity using genetically encoded fluorescent calcium indicators has become commonplace in many neuroscience research laboratories (Reviewed in Lin and Schnitzer, 2016). Calcium imaging has traditionally been a costly enterprise, involving the use of laser light sources, costly microscope bodies and high-priced cameras. Recent advances in LED technology have led to the development of high intensity light sources suitable for fluorescent imaging. In parallel, advances in CMOS camera technology has led to development of relatively inexpensive, but highly sensitive cameras. Finally, advances in 3D printing technologies, coupled with
Figure 2. Conversion of a trinocular compound microscopes into an epifluorescence live imaging system. a) A simple episcopic illuminator module was designed and 3D printed allowing it to fit to the top of any trinocular brightfield microscope. b) Customized module based on work by Stewart and Giannini (2016), allowing for a simple customizable filter cube which spectrally filters and redirects light from a 30W bicycle light onto the sample through the objective. c) Photograph of a working setup mounted on a standard teaching microscope. d) Wandering third instar larvae expressing GCAMP6S in all neurons were selected. e) Animals were then carefully dissected, pinned and all visceral organs were removed, leaving behind the central nervous system. f) The larval CNS was then isolated from the body and pinned by the imaginal discs and posterior nerve roots. g) Snapshot of CNS expressing GCAMP6S in all neurons. scalebar = 100 µm. h) Subtracting the average background allowed for imaging of rhythmically active neurons exclusively; scalebar = 100 µm. i) Fictive locomotor patterns can be seen via a kymograph by showing the change of fluorescent activity across a line defined in x-y space over time (line shown in g,h). scale bar = 10 seconds.

Recent developments in Drosophila motor systems research, coupled with the development of inexpensive fluorescent imaging hardware and software presents a
unique opportunity for neuroscience educators interested in teaching principles of CPG networks. Here we present an integrated solution for imaging and analyzing CPG activity in Drosophila larvae using freely available genetic constructs, relatively inexpensive imaging hardware, and freely available software. Comparison to research grade equipment reveals that this system costs approximately an order of magnitude less in price, but provides roughly equivalent performance. This inexpensive alternative for fluorescent imaging of neural activity provides opportunities for educators, as well as researchers in underserved communities to study principles of rhythmic motor systems.

MATERIALS AND METHODS

Animals
We used the GAL4-UAS system (Brand and Perrimon, 1993) to drive expression of calcium sensors in Drosophila larval neurons. For all experiments, we used 3rd instar feeding larvae expressing GcamP6s (Chen et al., 2013) panneuronally (20XUAS-IVS-GCamP6S combined with the panneuronal driver 57C10-GAL4). Animals were raised on standard cornmeal-agar-yeast culturing media at 22-25°C. Fly line from available from Pulver laboratory upon request.

Light Source
The need for high intensity light sources amongst bicyclists has led to the development of inexpensive, compact, semi-collimated LED light sources. We used a bicycle light system incorporating a Cree XHP 70 light source (www.ledsupermall.com). To prolong experimental times, in some cases, we substituted a constant DC voltage source connected to mains power for the battery pack provided by the manufacturer.

3D Printing and Assembly
3D components were printed using an AnyCubic Mega i3 (AnyCubic; Shenzhen, China) Fused Deposition Modelling printer controlled via the open source slicing application, Ultimaker Cura (Ultimaker; Utrecht, Netherlands). Components were adapted from designs presented in Stewart and Giannini (2016) using the free modelling;
software Autodesk TinkerCAD (Autodesk; California, USA) as well Blender (Blender Foundation Amsterdam, Netherlands). Design templates are available in the appendix.

Newly printed components were prepared for final use by removing printing supports using pliers and sanding down flat edges to minimize chances of components becoming stuck to one another. The Cree XHP70 lamphouse was then placed into the light source holder, which was friction fitted to the main body of the module. The light source was then aligned using 3 M6 hex screws and nuts. Filters were placed into their respective holders and the filter tray was then inserted into the main body. Appropriate excitation and emission filters (Comar Optics, Cambridge, UK) were placed within the housing together with a dichroic mirror (Thorlabs, Newton, NY, USA (See Appendix for parts list). Finally, a printed trinocular adapter was fitted to the bottom of the main body and an external c-mount threaded adapter ring was friction fitted to the top of the main housing. A XIMEA MQ013MG-E2 CMOS camera (Lamda Photo, Harpenden, UK) was threaded to the housing. The entire housing was then mounted onto the camera port of a Motic BA210 compound microscope (Motic Microscopy, Hong Kong, China) which was fitted with a 10x air objective and adjustable stage.

Experiments
Feeding 3rd instar larvae were pinned in a Sylgard®184 (DowSil; USA) lined dissection dish filled with physiological saline composed of (in mM) 135 NaCl, 5 KCl, 4 MgCl₂·6H₂O, 2 CaCl₂·2H₂O, 5 TES buffer, and 36 sucrose, pH 7.14 (Marley and Baines, 2011). A small lateral incision was then made posteriorly using fine dissection scissors, followed by a longitudinal cut from posterior to anterior. The cuticle of the animal was then pinned flat using insect pins. Trachea and internal organs were then removed with forceps. Nerve roots were then severed, and the central nervous system (CNS) was carefully removed by forceps using the nerve roots or eye imaginal discs. The nerve roots and imaginal discs were then pinned to the substrate using fine (0.01 mm diameter) tungsten wire (California Fine Wire; California, USA). The cuticle was then discarded, and physiological saline was exchanged before imaging.

Preparations were imaged using either a Motic BA210 microscope equipped with our epifluorescence module, or with an Olympus BX 51wi epifluorescence microscope (Olympus; Tokyo, Japan) equipped with a research grade camera (Retiga R1, Teledyne Photometrics, Tuscon, AZ) and light source (OptoLED, Cairn Research, Ltd, Kent, UK). Preparations were then imaged for ~7 minutes.

Image Acquisition and Analysis
Movies of calcium activity were recorded using the free open source image acquisition software µManager (Edelstein et al., 2014). Images were then processed.

Figure 4. Comparison of data produced on research grade and teaching grade imaging systems. a, b) dF/F traces showing segmentally coordinated activity generated using research grade and teaching grade imaging systems, respectively. Green shows activity on left side, blue shows activity on right side; body segments shown at left. Highlighted areas denote different fictive motor patterns: i) Fictive backward waves, ii) fictive head sweeps and iii) fictive forward waves. c, d) Expanded time scale views of activity patterns shown in a, b. Examples shown are from two separate preparations.
using ImageJ (Schneider et al., 2012). Fluorescence intensity levels in regions of interest (ROIs) were extracted in ImageJ, then exported to DataView (https://www.st-andrews.ac.uk/~wjh/dataview/) for visualization and baseline normalization and analysis. Peak amplitudes were measured in DataView and analyzed using scripts in python (www.python.org).

RESULTS AND DISCUSSION

Design and construction of fluorescence module

To facilitate the study of rhythmic motor systems in teaching labs, we designed and 3D printed a module that converts compound light microscopes into live imaging systems. Using relatively inexpensive components and a straightforward print design, we were able to assemble a module that produced an appropriate blue shifted wavelength for exciting green fluorescent protein (GFP) and/or GcamP. Incorporation of a dichroic mirror and emission filter allowed acquisition of green emitted light. Our design built directly on previous published designs (Peidle et al., 2009; Stewart and Giannini, 2016), but incorporated the use of a high powered LED light source designed for bicycles and the use of a modern CMOS camera that provided a balance between cost, sensitivity, resolution, and speed.

Maximizing light intensity delivered to preparations is critical for obtaining optimal performance in a fluorescent imaging system. Our system was able to deliver ~50 µW/mm² to preparations, compared to a maximum of 330 µW/mm² on a research set-up. We were able to boost light intensity of our module into the range of our research set up by simply replacing the bike light with a research-grade LED light source. This suggests that the quality of our optical components is high but that there is room for improvement in the design of our light source.

Our CMOS camera was able to acquire high quality snapshots of GcamP6s fluorescence in neurons in living larval CNSs with exposure times of ~100 ms. We were able to resolve neuropil regions (Figure 2G, H, top), confirming that this system is capable of acquiring high quality static fluorescent images. Visual inspection of movies acquired using similar exposure times (i.e., 10 frames/s) revealed that preparations produced all fictive motor programmes reported in previous research publications (i.e., forward waves, backward waves, bilateral asymmetries; Pulver et al., 2015).

Analysis in ImageJ and DataView

We initially visualized calcium dynamics using the kymograph plugin in ImageJ. This tool displays variation in fluorescence intensity along a line drawn through x-y space over time (Figure 2 G, H, bottom). Kymographs confirmed the presence of wave-like activity in all preparations (n = 3). We then defined regions of interest (ROI) in ImageJ and exported average intensity values from ROIs placed on multiple hemi-segments to DataView. DataView enabled visualization of raw fluorescence traces well as baseline normalization and detection and measurement of activity peaks (Figure 3). Signal-to-noise on our ‘teaching-grade’ system was comparable to that obtained on a ‘research-grade’ system (Figure 4). The amplitude of optical signals obtained on our teaching-grade system (mean dF/F = 0.225 +/- 0.218 S.E.M, n = 3) were also not substantially different from peak amplitudes obtained on a research set-up (mean dF/F = 0.253 +/- 0.034 S.E.M, n = 3). Critically, rhythmic waves of fictive forward and fictive backward locomotion were observable in our imaging system, as well as fictive head sweeps (Figure 4i, ii, iii, respectively). This means that educators and students can detect events and characterize different types of motor programmes regardless of variability in the amplitude of calcium signals across preparations. We used DataView to perform a relatively simple operation: detection and measurement of peak amplitudes. However, DataView provides a suite of additional options for signal processing and analysis of rhythmic activity. The software platform has been used extensively for analysis of CPG activity in both Xenopus tadpoles (Picton and Sillar, 2016) and mouse spinal cord (Acton et al., 2018). Students and educators can make use of these features in DataView to perform in depth analysis of cycle periods, duty cycles and/or inter-segmental phase lags.

Obviously, image quality in these experiments depends on the quality of the optical components of the associated compound microscope. Our module can in theory be adapted to fit any available compound microscope with a camera port. While we did not systematically test our system on multiple types of compound microscopes, we did confirm that our module can work on other models of microscopes abandoned in cupboards and storerooms in various states of repair in our department (data not shown). We found that image quality also depended critically on maximizing light intensity delivered to each preparation. Periodic monitoring of light intensity delivered to preparations and adjustment of light source orientation was key to maintaining image quality and consistency over multiple experiments.

One obvious drawback of our system is the requirement for a compound microscope in the first place. Although low cost new and used compound light microscopes are available from a variety of vendors, this requirement does potentially limit access. While there have been multiple recent efforts describing how to build fluorescent microscopes from scratch using inexpensive components; to our knowledge, only Ryan et al. (2020) have confirmed feasibility of performing calcium imaging with a stand-alone system. Future work could be aimed at using the Drosophila larval preparation to systematically assess the suitability of inexpensive, stand-alone fluorescent imaging systems as these systems are pushed into classrooms and teaching laboratories.

Implementation in Teaching Laboratories

This system was designed and tested primarily by Ph.D. and Masters students in a designated ‘maker space’ at the University of St Andrews. In this active learning model, students design and build teaching tools for other students and, in the process, gain experience in computer aided design, engineering, neuroscience, and education. The Covid-19 pandemic has limited our ability to test the
robustness of our imaging system in actual practical courses. We have, however, implemented lab practicals in which students observe CPG imaging experiments and then conduct independent analyses of the resulting data sets. We have confirmed that undergraduates are capable of performing and analyzing these types of experiments as part of individual research projects. Allowing students to directly observe others conducting dissections is the best approach to teaching this particular dissection. Students typically find positioning fine tungsten pins around the isolated CNS to be the most challenging aspect of the dissection. Importantly, even simpler methods than those described here do exist for removing the larval CNS without the use of scissors by simply removing the larval mouth hooks as a single unit CNS with forceps (M. Zwart, personal communication). In addition to supporting student researchers, we have also successfully conducted annual lab practicals for classes of ~15 students (2015-2020) during which instructors and teaching assistants provide healthy preparations to students ‘on demand’. A trained dissector can typically do a full dissection in 5-10 minutes, making it feasible to generate multiple preparations during a single laboratory session. Students appear highly motivated to work with live imaging data sets and have consistently been able to handle data sets produced and generate quality figures for assessment. Looking forward, we anticipate that data storage and handling will constitute a major practical barrier to implementing these experiments on a large scale in teaching laboratories. In general, development of appropriate data infrastructure is an important first step before implementing teaching exercises involving the hardware and software presented here.

Conclusions and Future Directions
Our work provides a blueprint for incorporating the practical study of CPG activity into the teaching of neuroscience. We show that CPG activity in larval Drosophila can be imaged and analyzed using inexpensive hardware and software. This provides educators with new options for teaching principles of motor systems. More broadly, this work presents a general purpose, inexpensive fluorescence imaging system and paves the way for use of optical activity indicators in both educational and low resource research environments.
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*Appendix Figure 1.* Printing and assembling 3D printed fluorescence module. 

a) 3D components laid out for a single print run in the slicing program Autodesk Cura. 
b) 3D components printing in a standard Fused Deposition Modelling printer. Note the rough Yotino adhesion mat on the buildplate (recommended for printing to prevent components from being knocked over mid printing). 
c) Supports are removed after printing manually from the filter tray (i), emissions filter holder (ii), main body (iii) and light source holder (iv), if there is any difficulty with this consider reducing support density. 
d) Assembly instructions: Carefully place the dichroic mirror into the filter tray (i), followed by the excitation filter (ii) and emissions filter (iii), then friction fit the C-mount adapter ring to the main body (iv) as well as the light source holder (v). After aligning the LED as much as possible, insert the filter tray (vi) and trinocular adapter (vii) then insert into microscope camera port with camera threaded (viii).
<table>
<thead>
<tr>
<th>Component</th>
<th>Price (£)</th>
<th>Supplier (item code)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excitation Filter</td>
<td>22.75</td>
<td>Comar Optics (445 GB 25)</td>
</tr>
<tr>
<td>Emission Filter</td>
<td>23.11</td>
<td>Comar Optics (515 GY 25)</td>
</tr>
<tr>
<td>Dichroic Mirror</td>
<td>177.74</td>
<td>Thorlabs (MD498)</td>
</tr>
<tr>
<td>PLA Filament</td>
<td>4.57</td>
<td>Amazon</td>
</tr>
<tr>
<td>C-mount adapter</td>
<td>3.69</td>
<td>Amazon</td>
</tr>
<tr>
<td>6000LM Rechargeable P70.2 LED Bike Headlight Front Rear Light 6400mAh battery</td>
<td>17.99</td>
<td>eBay</td>
</tr>
</tbody>
</table>

**Subtotal (excluding camera):** 249.86 **Per Module**

*Appendix Table 1.* Components list and cost analysis (excluding VAT) for 3D printed epifluorescence module. Note that availability and price of components may vary.

<table>
<thead>
<tr>
<th>Component</th>
<th>Price ($)</th>
<th>Supplier (item code)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excitation Filter</td>
<td>35.44</td>
<td>Thorlabs (FGB25)</td>
</tr>
<tr>
<td>Emission Filter</td>
<td>36.50</td>
<td>Edmund Optics (SCHOTT OG515)</td>
</tr>
<tr>
<td>Dichroic Mirror</td>
<td>236.98</td>
<td>Thorlabs (MD498)</td>
</tr>
<tr>
<td>PLA Filament</td>
<td>6.57</td>
<td>Amazon</td>
</tr>
<tr>
<td>C-mount adapter</td>
<td>11.99</td>
<td>Amazon</td>
</tr>
<tr>
<td>Rechargeable 8000LM XM-T6 LED Front Head Bicycle Bike Light Headlight MTB Lamp</td>
<td>23.99</td>
<td>eBay</td>
</tr>
</tbody>
</table>

**Subtotal (excluding camera):** 351.47 **Per Module**

*Appendix Table 2.* Alternative components list for US Suppliers and cost analysis in USD ($) excluding tax. Note that availability and price of components may vary.

**Link to files for printing:**

[https://drive.google.com/file/d/11WLXopwN8u8gmHoHEQkJkBWTbTcQfqJ/view?usp=sharing](https://drive.google.com/file/d/11WLXopwN8u8gmHoHEQkJkBWTbTcQfqJ/view?usp=sharing)

Please read the readme before progressing with the print.