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PERSPECTIVE 
After p Values: The New Statistics for Undergraduate Neuroscience Education 
 
Robert J Calin-Jageman 
Psychology Department, Dominican University, River Forest, IL 60305. 

Statistical inference is a methodological cornerstone for 
neuroscience education.  For many years this has meant 
inculcating neuroscience majors into null hypothesis 
significance testing with p values.  There is increasing 
concern, however, about the pervasive misuse of p values.  
It is time to start planning statistics curricula for 
neuroscience majors that replaces or de-emphasizes p 
values.  One promising alternative approach is what 

Cumming has dubbed the “New Statistics”, an approach that 
emphasizes effect sizes, confidence intervals, meta-
analysis, and open science.  I give an example of the New 
Statistics in action and describe some of the key benefits of 
adopting this approach in neuroscience education. 
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     Neuroscientists try to discern general principles of 
nervous system function but can collect only finite sets of 
data.  Thus, inferential statistics serves as a foundation for 
neuroscience practice and neuroscience education. 
     It is unsettling to realize that the foundation is shaking.  
There is increasing caution about our field’s reliance on Null 
Hypothesis Significance Testing (NHST).  NHST tests 
against a null hypothesis that is unlikely to be exactly true in 
any case, emits p values that are routinely misinterpreted, 
and arbitrarily dichotomizes research results in a way that is 
surprisingly unreliable (Box 1 lists some key documents in 
the case against NHST).  Recognizing these problems, the 
American Statistical Association (ASA) recently issued a 
statement on p values and hypothesis testing (Wasserstein 
and Lazar, 2016).  It cautions that “scientific conclusions… 
should not be based only on whether a p-value passes a 
specific threshold” (p. 131).  Because of the pervasive 
misuse of p values “statisticians often supplement or even 
replace p values with other approaches” (p. 132). 
     If you’re like me, you were never taught any “other 
approaches” to p values.  In undergrad and grad school, I 
was trained to use SPSS, to knowingly discuss the null 
hypothesis, and to feel appropriately elated if p < 0.05.  It all 
seemed fine to me. 
     My satisfaction with NHST began to crumble when my 
post-doc advisor introduced me to a long and withering line 
of criticism against the approach (e.g., Cohen, 1994; 
Gigerenzer, 1993; Meehl, 1967).  Discussing these articles 
during lab meetings felt exhilarating, transgressive, and 
sometimes humiliating.  The problems were so clear once 
they were pointed out to me; how had I been so blind? 
     Although I left my post-doc a bit more clear-eyed about 
the manifold issues with the NHST approach, I still had no 
sense of what better approach to use.  I began my first 
teaching appointment helping new students become 
mesmerized by p values.  What else could I do? 
     Fortunately for us and for our science, there are some 
good answers to that question.  The hegemony of the NHST 
approach is ending in part because excellent alternatives 
are becoming more known and usable every day (e.g., 

accessible Bayesian approaches: Kruschke and Liddell, 
2017). 
     It will be some time before the statistical foundations of 
neuroscience stop shaking.  From the proliferation of 
alternatives, it is difficult to predict which will be widely 
useful.  Hopefully, no one approach will emerge as “the” way 
to do statistics in the way that NHST has reigned.  Statistical 
pluralism seems essential for a field as broad and diverse 
as neuroscience.  Still, the statement from the American 
Statistical Association should be enough to banish any 
lingering complacency with our current approach to statistics 
education: it is time to start moving away from the NHST 
approach in the neuroscience curriculum. 
     If you are willing to heed this call, and an alternative worth 
exploring is the “New Statistics” (Cumming, 2011; Cumming 
and Calin-Jageman, 2017).  This approach (also known as 
the estimation approach) is based on four principles: 

1. Ask quantitative questions and then make research 
conclusions that focus on effect sizes. 

2. Countenance uncertainty by reporting and interpreting 
confidence intervals. 

3. Seek replication and use meta-analysis as a matter of 
course. 

4. Be open and complete in reporting all analyses, 
especially in distinguishing planned and exploratory 
analyses. 

Box 1:  Key sources in the case against p values 
• Cumming G. 2008. Replication and p intervals. Perspect 

Psychol Sci 3: 286–300. PMID: 26158948 

• Gigerenzer G. 2004. Mindless statistics. J Socio Econ 33: 
587–606. DOI: 10.1016/j.socec.2004.09.033 

• Simmons JP, Nelson LD, Simonsohn U. 2011. False-
positive psychology: undisclosed flexibility in data collection 
and analysis allows presenting anything as significant. 
Psychol Sci 22: 1359–66. PMID: 22006061 

• Szucs D, Ioannidis JPA. 2017. When Null Hypothesis 
Significance Testing Is Unsuitable for Research: A 
Reassessment. Front Hum Neurosci 11: 390. PMID: 
28824397 

https://www.ncbi.nlm.nih.gov/pubmed/26158948
http://library.mpib-berlin.mpg.de/ft/gg/GG_Mindless_2004.pdf
http://www.ncbi.nlm.nih.gov/pubmed/22006061
https://www.ncbi.nlm.nih.gov/pubmed/28824397
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     Box 2 gives an example of the New Statistics in action, 
showing how the same data might be interpreted with the 
familiar NHST approach and with the New Statistics 
approach (data are modelled after Borota et al., 2014).  The 
example is one in which the two approaches lead to very 
different conclusions, much to the credit, I think, of the New 
Statistics approach. 
     Some fields have long since moved away from p values 
towards confidence intervals (e.g., International Committee 
of Medical Journal Editors, 1997).  What, then, is “new” 
about the New Statistics?  Really, just the push to make the 
same transition in the behavioral and life sciences. 
     Compared to p values and the NHST approach, the New 
Statistics offers several advantages (Cumming and Finch, 
2001): 

• Confidence intervals are easier to understand so they 
support better understanding and interpretation.  In my 
experience, students find this approach much easier to 
learn and a higher percentage achieve the skills required 
to make thoughtful use of empirical data. 

• Confidence intervals lend themselves readily to meta-
analysis, fostering cumulative science that builds upon 
and synthesizes previous results. 

• Confidence intervals help focus on the precision 
obtained in a study.  It is easy to plan a study to obtain a 
desired precision and to judge the precision of a study 
once it is complete. 

• The New Statistics is adaptable to different statistical 
philosophies.  Frequentists can calculate and interpret 
confidence intervals; Bayesians can calculate and 
interpret credible intervals (Kruschke and Liddell, 2017). 

Although these advantages may seem compelling, the 
challenge of learning and teaching a new approach to 
statistics may seem too daunting to contemplate.  
Fortunately, those trained in p values can very easily make 
the transition to the New Statistics.  The mathematical 
foundations are the same for both approaches.  For 
example, the confidence intervals in Box 2 were calculated 
from the standard error and the critical t value for the sample 
size obtained—that’s just a new way to use the same 
information plugged into a typical t test.  Because the 
mathematical foundations are the same, there is a direct link 
between confidence intervals and null-hypothesis testing 

(Box 3).  It is easy to translate between the two approaches, 
and students can actually understand p values better if they 
learn about confidence intervals first (Box 3). 
     Ease of learning the New Statistics does not mean that 
transitioning your neuroscience curriculum away from p 
values will be easy.  Curricula have many interlocking 
pieces.  Changing the approach in your statistics 
coursework will require revised readings, materials, 
activities, quizzes, and exams.  Often statistics instruction is 
designed for multiple majors, so advocating for and 
implementing a change may require building alliances 
across departments.  In addition, changes can reverberate 
through your curriculum, as adopting the New Statistics in 
foundational coursework can also require updating upper-
level lab assignments, research project rubrics, exit exams, 
and the like. 
     Fortunately, there is a growing ecosystem of resources 
to draw upon to help your program contemplate life after p 
values.  This includes a crowd-sourced Open Science 
Framework project that collects resources to help instructors 
get started with the New Statistics 
(https://osf.io/muy6u/wiki/home/).  The project’s list of 
software resources is especially useful for getting started 
with the New Statistics.  When it comes to publishing, don’t 
stress.  Editors and professional organizations are 
becoming familiar with effect sizes and confidence intervals 
and are often requiring this new approach to reporting 
results.  When you submit manuscripts with your students, 
you can include p values as a supplement and/or mention 
that statistical significance can be determined by inspecting 
the confidence intervals reported (here are two examples 
from my lab: Herdegen et al., 2014; Conte et al., 2017). 
     The New Statistics is not a pancea.  As with p values, 
students can stubbornly hold on to misconceptions about 
confidence intervals (Hoekstra et al., 2014).  Moreover, even 
seasoned researchers can fall into the trap of not really 
interpreting confidence intervals, but instead using them as 
proxies for p values (Fidler et al., 2004).  Still, we shouldn’t 
let the perfect be the enemy of the good.  Given the manifold 
and pervasive misuse of p values (Cumming, 2008; 
Simmons et al., 2011; Szucs and Ioannidis, 2017) our 
neuroscience majors will be better served by a statistics 
curriculum that includes or even focuses on alternative 
approaches.  Are you ready to get started? 

 

Box 3: Translating between Confidence Intervals and p values: 

 
The 95% confidence interval is the collection of all the null hypotheses which are not rejected given alpha = 0.05.  In other words, if 
the null is outside of the confidence interval, p < 0.05.  Confidence intervals thus provide all the information a p value provides and 
more (but resist the urge to only use confidence intervals to make NHST judgements) 

 

https://osf.io/muy6u/wiki/home/
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