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Although textbooks are still assigned in many 
undergraduate science courses, it is now not uncommon, 
even in some of the earliest courses in the curriculum, to 
supplement texts with primary source readings from the 
scientific literature.  Not only does reading these articles 
help students develop an understanding of specific course 
content, it also helps foster an ability to engage with the 
discipline the way its practitioners do.  One challenge with 
this approach, however, is that it can be difficult for 
instructors to select appropriate readings on topics outside 
of their areas of expertise as would be required in a survey 
course, for example.  Here we present a subset of the 
papers that were offered in response to a request for the 
“most amazing papers in neuroscience” that appeared on 
the listserv of the Faculty for Undergraduate Neuroscience 
(FUN).  Each contributor was subsequently asked to 

describe briefly the content of their recommended papers, 
their pedagogical value, and the audiences for which these 
papers are best suited.  Our goal is to provide readers with 
sufficient information to decide whether such articles might 
be useful in their own classes.  It is not our intention that 
any article within this collection will provide the final word 
on an area of investigation, nor that this collection will 
provide the final word for the discipline as a whole.  Rather, 
this article is a collection of papers that have proven 
themselves valuable in the hands of these particular 
educators.  Indeed, it is our hope that this collection 
represents the inaugural offering of what will become a 
regular feature in this journal, so that we can continue to 
benefit from the diverse expertise of the FUN community. 
     Key words:  teaching; scientific literature; neuroscience 
literature; primary sources; classic papers.

 

 
 
     Although the textbook has enjoyed a long period of 
dominance in the science classroom, trends in the direction 
of more active, methods-based teaching have bolstered 
the use of the raw material of science: the journal article.  
The benefits of teaching neuroscience (or any discipline) 
using its own literature are diverse and numerous.  
Perhaps the most obvious benefit has to do with the 
flexibility and accessibility papers afford.  Decisions about 
whether to include one or more papers can be made 
quickly and these can be added to a course, as 
circumstances demand, even when the course is already 
underway.  With the ever-rising costs of textbooks and 
college in general, a related benefit is that such papers do 
not lead to additional financial burdens for students.  
Individual papers or collections of them can serve to either 
supplement textbooks or, under some conditions, 
substitute for them altogether.  Textbooks are very efficient 
at conveying large quantities of information; however, they 
tend to achieve that efficiency by sacrificing depth.  Papers 
allow students to gain a clearer understanding of the 
methods and practices used in research, and provide an 
opportunity for a more critical assessment of a study’s 
conclusions (e.g., Hoskins, 2008; Willard and Brasier, 
2014).  This can be valuable in that it helps support the 
development of information literacy, critical thinking, and a 
general scientific disposition in students (e.g., Dirks and 
Cunningham, 2006; Hoskins et al., 2007; Hoskins et al., 

2011; Kozeracki et al., 2006). 
     Late last summer one of us (Grisham) received an 
interesting request from a group of students as they neared 
the end of their summer research experience.  Having read 
numerous articles relevant to their specific research 
projects, these students now wanted to read the most 
amazing neuroscience article ever.  We are not certain 
they appreciated how tall an order this was.  Is there a 
single most amazing neuroscience article ever?  How 
would such a title be decided?  When this request was put 
to the members of the Faculty for Undergraduate 
Neuroscience (FUN) by way of the organization’s listserv, 
more than a dozen nominations were made in short order.  
Although some of these papers could be considered 
landmarks (e.g., according to Google Scholar, Hodgkin and 
Huxley (1952d) has been cited more than 16,000 times), 
others were far more contemporary.  Not surprisingly, 
however, there was little evidence of consensus (although 
Hubel and Wiesel’s 1962 paper on the physiology of the 
visual cortex, cited some 9,800 times, received multiple 
nominations).  The nominations that were received are 
undoubtedly just the tip of the iceberg. 
     Given the nature of our training, it can be difficult to 
identify key readings on topics outside of our immediate 
areas of expertise.  One of us (Harrington) was reminded 
of a quote that was prominently displayed in the lab of one 
of his undergraduate professors, Vincent LoLordo: “I am so 
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small, and the literature…so vast.”  In teaching practice, 
however, and this is especially true for those who teach 
survey courses, there is an expectation that we can find 
our way through this vast literature.  The purpose of this 
article is to provide diverse recommendations for 
pedagogically valuable papers—recommendations made 
by undergraduate neuroscience educators, for 
undergraduate neuroscience educators—in order to 
promote a “collective expansion” of our appreciation of the 
neuroscientific literature.  Each of the contributors has 
offered what they identified to be among the most amazing 
papers in a particular corner of the literature.  Those who 
responded to the listserv request were asked to submit 
short descriptions of their recommended papers.  In 
addition to describing the general content of these papers, 
they were also asked to describe how these papers have 
been useful in their teaching (what we have here termed 
their ‘value’).  Finally, they were asked to describe the 
appropriate audience for their recommended papers. 
     We have organized the fourteen submissions included 
here by topic to the extent that was possible.  The first four 
submissions address more fundamental issues including 
neural transmission (Gizerian), electrical excitability and K+ 
channels (Vilinsky), long-term potentiation (Brasier), and 
adult neurogenesis (Lom).  These papers are followed by 
two concerning biological rhythms, the first addressing the 
effects of time-cue deprivation (Hagenauer) and the 
second related to sensory control of circadian rhythms 
(Gallagher).  From here we turn to a paper about the study 
of the visual cortex (Olivo), and two papers that address 
plasticity: sensory plasticity following brain rewiring 
(Harrington) and cognitive plasticity following brain damage 
(Gordon).  Following this are three papers related to the 
endocrine system including the effects of steroids 
(Sandstrom), neural correlates of sexual orientation 
(Grisham), and sex differences in spatial abilities (Stough).  
Like the paper reviewed by Stough, the final two 
submissions also relate to the hippocampus but instead of 
its role in spatial behavior they focus on memory, 
specifically on the induction of false memories (Linden) and 
the transplanting of memories (Wiest) by hippocampal 
stimulation.  We hope that these brief descriptions will be 
sufficient to guide decisions about whether to include some 
of these papers in your courses.  Moreover, we hope that 
collections like this one will become a regular feature of 
JUNE in the future. 
 

How neurons conduct messages 
Contributor: Samantha Gizerian 
Topics: Membrane currents; membrane potential; ionic 
current; action potential; conduction; Loligo 
References: Hodgkin, Huxley, and Katz, 1952; Hodgkin 
and Huxley, 1952a, 1952b, 1952c, 1952d 
Description: In a series of five elegant papers, Hodgkin 
and Huxley (and Katz) describe the movement of current 
through the squid (Loligo forbesi) giant axon as well as the 
relationship between membrane potentials and currents.  
These papers together were the first to describe the 
electrical properties of neurons and neuronal membranes.  
In addition to their invaluable contribution to science, these 

papers represent the development of technologies still in 
use today.  At 400-800 μm in diameter, the Loligo giant 
axon was the first nerve structure discovered that was 
large enough to be penetrated by a microelectrode and, 
thus, could be investigated using the tools available at the 
time (1939-1952).  In the first paper of this series, Hodgkin 
and Huxley describe the electrode, amplifier, and signal 
recorder they created and then demonstrate proof of 
concept for both the current clamp and voltage clamp 
techniques.  Modern current/voltage clamp experiments 
are done with equipment based on these early instruments.  
The next three papers in the series use the techniques set 
forth in the initial paper to describe the currents that travel 
through neuronal membranes, the ions whose movement 
are the basis of those currents, membrane potentials, and 
the relationship between membrane potentials and the 
movement of ions through the neuronal membrane.  The 
fifth and final paper in the series summarizes all of the 
previous results into the mathematical model that serves 
as the foundation for our understanding of membrane 
properties and action potential production and propagation 
today. 
Value: This series of papers is invaluable to the history of 
neuroscience as well as to our understanding of the 
electrical properties of neurons.  Hodgkin and Huxley’s 
findings serve as the foundation of modern neuro-
physiology and have broadly influenced scientists in many 
disciplines.  Moreover, studying these papers gives 
students a unique insight into how data analysis is used to 
build models.  The electrical properties of neurons, as 
presented in most textbooks, are represented by a series 
of increasingly complicated mathematical equations.  
Students, even those with a strong calculus background, 
often find these equations cumbersome to manipulate and 
apply because they have little understanding of the 
physiological processes represented.  In reading these 
papers, students can approach the problem from the other 
direction.  That is, how does the physiology of the neuron 
serve as the basis for the mathematical model?  Students 
typically know about as much about membrane currents at 
the beginning of a course as Hodgkin and Huxley did at the 
beginning of their studies, so it is easy for students to walk 
alongside these pioneers in their own journey of discovery, 
learning how neurons work as they build and apply the 
mathematical model of electrical signaling in neurons and, 
thus, gain a deeper understanding both of the function of 
neurons and the basis of many of our investigations of 
them.  Moreover, if the appropriate facilities are available, 
students can reconstruct Hodgkin and Huxley’s experiment 
as a laboratory exercise, collecting and analyzing data de 
novo. 
Audience: These papers would be suitable for an upper-
level course (or an introductory graduate course) on 
electrophysiology or biophysics, or in a neural physiology 
unit in an upper-level anatomy/physiology course.  It is 
important that students have a strong background in math 
and physics, including differential calculus and 
electricity/magnetism in order to work through the 
mathematics of the model, so these papers are less 
suitable for lower division or introductory classes in 
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neuroscience or physiology. 
 

Discovering the mechanisms of electrical 
excitability 
Contributor: Ilya Vilinsky 
Topics: Voltage-gated ion channels; genetics; 
biochemistry 
References: Kamb et al., 1987; Tempel et al., 1987; Wei 
et al., 1990; Zhou et al., 2001 
Description: The first two papers in this series (Kamb et 
al., 1987; Tempel et al., 1987) are independent accounts of 
how “forward genetics” was first used to fish out the first 
voltage-gated K+ channel sequence in Drosophila.  In 
forward genetics, investigators start with an interesting 
phenotype and use it as a “hook” to find the corresponding 
gene.  Electrophysiology on the mutant line known as 
“Shaker,” where the flies display characteristic leg twitches 
when anesthetized, reveals defects in potassium currents.  
The predicted structure of the molecule responsible bore 
the hallmarks of a transmembrane protein and fit within a 
framework of how K+ channels were thought to work.  For 
students, it is especially interesting to read these classic 
papers in light of our current knowledge of K+ channel 
structure and function.  A fun exercise is to see how many 
of the early predictions from the initial sequence have been 
proven correct. 
     Wei et al. (1990) extends the fast-growing field of K+ 
channel physiology by using sequence homology to find 
related channels.  The K+ channel family is vast.  In fact, it 
is the most abundant member of the voltage-gated ion 
superfamily.  Wei et al. describe four major types of K+ 
channels—Shaker, Shab, Shal and Shaw—in Drosophila, 
mouse, and by extension all animals (the naming of these 
genes, and the naming schemes for Drosophila genes in 
general, make for interesting stories on their own). 
     Zhou et al. (2001) exemplifies more recent structural 
and biochemical work on K+ channels, a field that has 
expanded greatly since the late 1980’s and now includes 
computational theorists, biochemists, and ecologists.  The 
MacKinnon group described a high-resolution crystal 
structure of a K+ channel for the first time.  This paper, 
surprisingly readable by undergraduates despite the highly 
specialized techniques used, is one of the reasons Rod 
MacKinnon was awarded the 2003 Nobel Prize in 
Chemistry.  Some of the questions addressed by this and 
similar reports include:  1. How can an ion channel be so 
selective, especially for ions like K+ and Na+, which have 
similar physical characteristics?  2. Given this extreme 
selectivity, how is it that K+ channels have such a high 
conductance, with the speed of K+ ion transport being 
similar to that of K+ ion diffusion through water?  3. How 
does the K+ channel actually change shape in response to 
electrostatic charge across the membrane?  4 How does 
the detailed knowledge gained from the high-resolution 
structure affect the view of channel function inspired by 
previous experiments? 
Value: This series of papers ranges from “classical” to 
“cutting-edge."  Voltage-gated ion channels drive electrical 
excitability in neurons, and thus determine how information 
is processed in the brain.  This is especially true for 

voltage-gated K+ channels; these molecules are 
astoundingly diverse, yet share fundamental functional 
principles and largely determine the excitation 
characteristics of neurons.  The story of how K+ channel 
structure was characterized is a great example of 
interdisciplinary research, incorporating genetics, 
electrophysiology, evolutionary biology, genomics, and 
biochemistry.  In my courses, I use these papers to drive 
home the importance of utilizing multiple levels of analysis 
and diverse model systems. 
Audience:  I have taught selections from these papers in a 
neurophysiology lab course, where they served as a great 
complement to the applied work, and allowed students to 
put their experimental results into context.  These papers 
would work well in a mid-level to advanced undergraduate 
neuroscience or neurobiology course, and are perfect for 
graduate level courses. 

 
Is LTP expressed pre- or post-synaptically? 
Contributor: DJ Brasier 
Topics: Plasticity; LTP; synapse function; 
electrophysiology 
References: Kauer et al., 1988; Malinow and Tsien, 1990; 
Stevens and Wang, 1994; Liao et al., 1995 
Description: This material is incredibly fun to teach 
because it is as much a human history as it is a scientific 
one.  Prior to beginning, students should have a 
background understanding of synaptic release and 
transmission, including AMPA and NMDA receptors.  In the 
drama that will unfold, the pre-synaptic cells are the CA3 
neurons in the hippocampus and the post-synaptic cells 
are the CA1 neurons.  Students get to learn more detail 
about synaptic physiology (one vs. multiple points of 
contact and release probability vs. post-synaptic sensitivity) 
in the context of the debate.  Typically, I begin with the 
Stevens and Wang (1994) and Malinow and Tsien (1990) 
studies to explore the pre-synaptic side of the debate.  
These studies, in particular, require students to review 
basic probability and statistics.  Then, I present apparently 
contradictory results from Kauer et al. (1988).  We discuss 
the assumptions and caveats of each study.  Students are 
frequently asked to evaluate and re-evaluate their positions 
as the discussion unfolds.  Typically, after the 
Stevens/Wang and Malinow/Tsien papers are discussed, 
the majority of the class believes LTP is pre-synaptic.  
Subsequent discussion of the Kauer et al. study usually 
leaves the class split with many students unsure or 
believing both changes happen.  I often conclude with the 
discovery of silent synapses (Liao et al., 1995).  This is 
finding especially dramatic because it provides a novel 
theoretical framework that upends some of the 
assumptions made by the Stevens/Wang and 
Malinow/Tsien studies; a postsynaptic change can explain 
most – but not all – of the results the pre-synaptic camp 
relied on to support their view.  After this, a majority of 
students tend to believe the post-synaptic theory, but a 
minority still cites particular unanswered questions.  I do 
not insist that students accept the consensus postsynaptic 
view, but encourage them to evaluate the data and come 
to their own conclusions. 



Harrington et al.     Amazing papers in neuroscience     R6 
 

Value: Students have the opportunity to follow an historic 
story in neuroscience.  They experience difficulty 
reconciling two contradictory models each with its own 
supporting evidence.  The personalities of the scientists 
involved can also be discussed.  One central figure, 
Roberto Malinow, is especially interesting as he provides a 
rare case of someone experimentally overturning his own 
opinion.  The resolution of the controversy provides a great 
example of how new data can force a re-evaluation of past 
assumptions and suddenly allow a single consistent model 
to explain seemingly contradictory pieces of data.  
Although the material is difficult for students at all levels, 
the insight into the scientific process is profound (Willard 
and Brasier, 2014).  Also, a good deal of experimental 
cellular neuroscience is explored and students are given a 
chance to apply math to neuroscience.  Finally, although 
students are not required to learn the current consensus 
view that LTP at this synapse is postsynaptic, at the end I 
do tell them that that is the consensus; the minority who 
feel that this consensus is not completely satisfying (there 
are some results it cannot fully explain) are encouraged to 
share their views.  Students also begin to consider not only 
the value of data, but the reproducibility of data. 
Audience: The sequence as described works for 
introductory students with no specific background other 
than synaptic transmission which is discussed leading up 
to this.  The sequence takes three 50-minute class periods 
on top of the pre-requisite knowledge of how synapses 
work, AMPA vs. NMDA receptors, and a basic introduction 
to LTP.  For introductory students, a good deal of class 
time is spent on the mathematical and theoretical 
foundations of the work as well as some superficial 
explanations of the methods of data collection and 
analysis.  The key to success with this difficult material is 
targeted homework assignments before each class period 
to prepare the students for thinking about the data.  More 
advanced students with a stronger statistics background 
can go further and explore other synapses (Weisskopf et 
al., 1995) or continuing challenges to the post-synaptic 
model (Enoki et al., 2009). 

 
Neurogenesis in the adult human brain 
Contributor: Barbara Lom 
Topics: Postnatal neurogenesis; neuronal differentiation; 
staining, tracing, and imaging techniques 
Reference: Eriksson et al., 1998 
Description: This paper is a simple and powerful clinical 
study that asked the question, “Is the adult human brain 
capable of making new neurons?” in response to the 
longstanding view that neuron loss was irreversible in the 
primate brain.  (Adult neurogenesis in many other 
vertebrates had long been known and its absence in 
primates had been hypothesized as a potential 
evolutionary trade-off.)  In the 1990s new evidence of adult 
neurogenesis in non-human primates began to emerge, 
acknowledging earlier evidence of neurogenesis in the 
adult primate brain that had gone largely ignored.  To 
answer this important question Eriksson et al. were 
fortunate to have access to rare postmortem brain tissue of 
cancer patients who had consented to receive injections of 

BrdU, a marker of dividing cells, to assess tumor 
proliferation near the end of their lives.  BrdU is a widely 
used synthetic nucleoside analog of thymidine (T) that can 
incorporate into the DNA of S-phase cells undergoing DNA 
synthesis.  Due to its short half-life as a monomer, but long 
stability when incorporated into a new DNA strand, BrdU 
offers a unique opportunity for scientists to obtain a 
snapshot of cells preparing to divide at the time of BrdU 
administration.  Given BrdU’s ability to integrate into the 
genome, it is a potential mutagen, thus, not appropriate for 
most human studies, yet widely used in animal studies of 
neurogenesis.  Examining the brains of five consenting 
cancer patients after their natural deaths (roughly two 
weeks to two years after BrdU administration), this team of 
scientists in Sweden and California report a singular and 
striking result: hippocampal cells in the subventricular zone 
(SVZ), hilus, and granule cell layer (GCL) had incorporated 
BrdU.  Thus, these images provided the first direct 
evidence that the adult human hippocampus is capable of 
generating new neurons, many decades into its life.  The 
research team also combined BrdU staining with 
immunostaining for specific and widely used neuronal 
markers (NeuN, NSE, Calbindin) to confirm that BrdU-
stained cells also stained for these markers of 
differentiated neurons, suggesting neuronal differentiation 
had occurred. 
Value: This paper firmly put out of business the popular 
conception that humans are born with all the neurons they 
will ever have.  Even though the age of this paper is now 
approaching the age of college students, in my recent 
experiences many undergraduates have still heard from at 
least one source that adult neurogenesis is impossible in 
humans.  Consequently, introducing this paper as a 
paradigm-shattering example motivates considerable 
student engagement.  This paper can also be paired nicely 
with other papers examining neurogenesis in rodents and 
non-human primates, opening up lively conversations on 
the utility of animal models and species differences.  In 
addition, this paper is particularly valuable as an example 
of a clinical research study which thereby stimulates 
natural and engaging discussions of critical research 
issues such informed consent, human subjects institutional 
review boards (HSIRBs), institutional animal care and use 
committees (IACUCs), appropriate sample sizes, and other 
important considerations for responsible conduct and 
scientific rigor in contemporary research. 
Audience: Students in my 200-level seminar 
(Neuroscience of Exercise) and 300-level lab courses 
(Cellular and Molecular Neuroscience) have read this 
paper with ease and enthusiasm.  The paper is accessible 
in part because it is short and simple; using just two related 
staining techniques (BrdU labeling of mitotic cells and 
immuno-staining of neuronal markers).  I expect this paper 
could be similarly interesting, accessible, and relevant in 
just about any undergraduate neuroscience course as well 
as in cell biology and developmental biology courses. 
 

Living without time: Internal timekeeping in 
students isolated in a WWII bunker 
Contributor: Megan Hagenauer 
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Topics: Circadian rhythms; sleep; chronobiology 
Reference: Aschoff, 1965 
Description: Like many classic papers, this one is not only 
a forceful scientific argument, but also a personal account 
of an adventure exploring the unknown.  It describes the 
rationale, methods, and results for a series of studies in 
which German students volunteered to live in complete 
timeless isolation in an underground WWII bunker for 3-4 
weeks to discover whether the human body was capable of 
independently tracking time by means of a biological clock.  
The paper introduces all of the major concepts of modern 
chronobiology, including free-running period, entrainment, 
zeitgebers, and desynchrony.  It is also full of fascinating 
details regarding what the experiment felt like to the 
subjects—from their initial optimism regarding how much 
studying they would accomplish while living in total 
isolation, to the system of double doors for the delivery of 
goods and messages from the outside world, and the 
inclusion of beer as part of their daily provisions.  The 
author, Jurgen Aschoff, is considered a father of 
chronobiology, and one of my favorite parts of this paper is 
his description of his own experiences in the bunker, trying 
out the experimental set-up.  He describes his 
disorientation in response to waking up in isolation and 
having no idea how long he had slept, as well as his 
complete surprise when he emerged from the bunker on 
the “last morning” of the experiment and discovered that it 
was actually 3 p.m.  Through the figures, including a 
beautiful chart of the daily fluctuations in metabolites in 
Aschoff’s own urine, we can clearly see evidence of the 
human body generating its own daily physiological 
schedule in isolation, and how it slowly drifts later relative 
to the outside world due to the complete absence of 
environmental time cues.  We are also introduced to the 
evolutionary adaptiveness of a self-sustained timekeeping 
system, as well as the importance of biological clocks for 
human health.  To make this last point, Aschoff presents 
evidence from an individual who had his sleep/wake cycle 
spontaneously desynchronize from his other physiological 
rhythms while in the bunker.  On the days when his 
rhythms were properly re-synchronized, his diary notes that 
he felt “especially well and fit.”  Using these data, Aschoff 
correctly predicts that forced internal desynchronization 
may explain the malaise felt by shift-workers, astronauts, 
and jet-lagged international travelers.  In the end, it is 
impossible to read this paper without wondering whether 
you would be willing to take the challenge, and (in the 
name of science!) insert a rectal thermometer and enter an 
underground bunker to experience true timelessness. 
Value: I have used Aschoff (1965) as the first paper in a 
series of class periods aimed at introducing both the 
fundamental concepts of biological rhythms and skill of 
active reading.  Since this is the first paper in the series, I 
typically recommend that the students start by reading a 
two-page popular science article that provides a colorful, 
illustrated description of the history of circadian biology and 
the bunker experiments (Globig, 2007).  I also provide a 
brief introduction to the research question and basic 
rhythm terminology (e.g., oscillator, frequency/period, 
phase, amplitude), and a few pieces of advice on how to 

extract the most important information from scientific 
papers. 
     The text of Aschoff (1965) is unusual for a scientific 
paper because it is short (five pages) and relatively 
unintimidating.  In contrast, the figures can be quite 
challenging, so on the day that we discuss the paper, I 
have the students initially work through the paper in groups 
with a particular focus on deciphering and explaining the 
most important figures (Figs. 1-4 and 7).  I structure the 
lesson this way because over the years I have found that 
approximately 1/5 of my upper-level science students still 
have serious difficulties interpreting graphs (even 
scatterplots or bar charts).  Approximately 15 minutes into 
the class period, we come back together as a class and 
work our way through the key concepts, methods, results, 
and conclusions in the paper.  My goal for this exercise is 
to encourage students to treat scientific writing and figures 
as a puzzle to decipher strategically, and to create an 
atmosphere where students feel comfortable building their 
own understanding of the concepts instead of simply hiding 
their ignorance by parroting the paper’s own formal 
scientific language and figure legends.  I also use the 
theme of self-quantification and exploration in the Aschoff 
paper to introduce the first project for the semester: 
tracking personal sleep/wake rhythms using free, 
downloadable smart-phone applications (e.g., Sleep Cycle, 
Sleep as Android, SleepBot) or commonly-sold wrist 
actigraphy (e.g., Jawbone Up, Fitbit, iWatch). 
Audience:  I have used this paper in a 400-level seminar 
that I teach on sleep and circadian rhythms using classic 
primary literature, but I believe that it could be easily 
adapted for a unit in an introductory neuroscience course. 
 

Circadian rhythms are driven by 
photosensitive retinal ganglion cells 
Contributor: Shawn P. Gallagher 
Topics: Sensory and motor systems; vision; retina; 
photoreceptors; biological rhythms; sleep; SCN anatomy, 
physiology, neurochemistry 
References: Freedman et al., 1999; Berson et al., 2002 

Description: These two short papers describe the 

prediction and subsequent discovery of light-sensitive 

retinal ganglion cells that project to the suprachiasmatic 

nucleus (SCN) and influence circadian behavior.  In the 

first report, Freedman et al. (1999) conducted behavioral 

experiments with blind transgenic mice.  Despite having no 

rods or cones, the mice exhibited normal circadian wheel-

running behavior that vanished when the eyes were 

removed.  This study, using a combination of transgenics, 

behavior, and the crude but effective practice of 

enucleation, made a compelling case that something in the 

eye, other than rods or cones, could detect changes in 

ambient illumination.  The second report, by Berson et al. 

(2002), takes the next step and provides evidence that the 

circadian clock is set by a subset of retinal ganglion cells 

that contain the photopigment melanopsin and project 

directly to the SCN.  Using retrograde tracings 

(hypothalamus to retina) in rats, the authors marked the 

cells and recorded from them in isolated retina 
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preparations.  The recordings showed that, unlike the 

unmarked ganglion cells, these cells had unusually slow 

response times and were photosensitive, even when they 

were functionally disconnected from rods and cones.  

These ganglion cells, although inappropriate for image-

forming visual pathways, are suitable for providing the SCN 

with information about slow-changing, ambient levels of 

illumination. 
Value: These studies elucidate the link between the 
mammalian retina and circadian rhythms.  Taken together, 
the papers also present an excellent example of 
progressive science.  One group conducts behavioral 
studies and makes a prediction while the next group 
completes the story with anatomical and 
electrophysiological evidence.  In the classroom, these 
papers could bridge a description of the retina to 
discussions of the hypothalamus, circadian rhythms, or 
parallel processing in the optic nerve.  Even novice 
neuroscience students should be familiar with basic retinal 
anatomy and be impressed by the discovery of 
photoreceptive ganglion cells.  For psychology students, 
the results could be used to address the clinical 
significance of these cells since they may present a key to 
understanding seasonal affective disorder.  Students 
interested in comparative neuroanatomy could explore the 
evolutionary history of melanopsin, a pigment that is 
present in the pineal gland of non-mammalian vertebrates.  
Darwin, himself, was troubled by his inability to imagine 
intermediate stages of the eye's evolution; I think he would 
have liked the story of the ganglion cells that monitor 
sunrise and sunset. 
Audience: These papers are clear and describe 
experiments that tell a simple story.  The significance of the 
findings, however, can be discussed at many different 
levels.  I recommend these papers for any course that 
introduces the anatomy of the retina.  Students in basic 
psychology and neuroanatomy courses should understand 
how some retinal cells serve functions that lie, perhaps 
exclusively, beneath conscious visual perception.  More 
advanced students, like those in a mid-level 
neurophysiology class, can compare the electrophysiology 
of the photosensitive and non-photosensitive ganglion cells 
to understand how the different response types serve 
different functions.  Finally, students in experimental design 
classes should appreciate how the many techniques 
employed in these studies converge on a single, profound 
discovery. 

 
Structure and function of the mammalian 
visual cortex 
Contributor: Richard Olivo 
Topics: Cortical physiology; receptive fields; visual cortex 
Reference: Hubel, 1982 [Although David Hubel died in 
2013, this paper is still available (2015) on his website at 
Harvard Medical School:  
http://hubel.med.harvard.edu/papers/Hubel1982Nature.pdf] 
Description: This paper, David Hubel's 1981 Nobel Prize 
address, is a clearly written account of his collaboration 
with Torsten Wiesel to unravel the structure and function of 

the primary visual cortex (V1) in cats and monkeys.  It is 
written from a personal viewpoint, explaining the decisions 
that were made and why they made them.  It covers the 
physiology of single unit recordings, including a number of 
figures from Hubel and Wiesel's early papers (e.g., Hubel 
and Wiesel, 1962; 1968) showing responses to oriented 
bars and edges, as well as anatomical figures showing 
layers in V1, ocular dominance columns, and even 
cytochrome oxidase blobs.  It also includes their original 
summary figures showing models of synaptic circuits and 
the famous "ice cube" model of a cortical module.  A few 
aspects have been refined by subsequent research 
("hypercomplex" cells are now regarded as an extreme 
form of complex cells, and the "ice cube" model that shows 
wide ocular dominance columns perpendicular to narrow 
orientation columns demonstrates the concept but not the 
actual microanatomy of V1), but most of the information 
remains valid.  The paper presents a detailed overview of 
what many consider the most important research program 
into the mammalian cortex, written by a pioneer in the field. 
Value: Although many people would regard Hubel and 
Wiesel's two massive research papers on primary visual 
cortex in cat (1962) and monkey (1968) as the true classics 
of this era, this review of their work is in its own way a 
classic that serves students very well.  While it is not as 
detailed as the original research papers, it does provide 
many original figures embedded in the context of the 
overall research program.  The review covers both their 
physiological experiments to record from and classify 
single units in primary visual cortex (V1), and also their 
experimental attempts to determine the functional 
architecture of V1.  The physiological models of how 
simple and complex cells might be driven by excitatory 
input from their presynaptic elements are also included, 
which have remained viable, if simplified, models of V1's 
neural circuitry.  The anatomical experiments have been 
superseded by newer optical techniques that more clearly 
reveal the overlap of ocular dominance bands and 
orientation pinwheels, but the "ice cube" module they 
proposed is of historical importance and still provides basic 
insight into the organization of V1.  Finally, the paper 
includes anecdotes of Hubel and Wiesel's personal 
experience, starting as postdocs with Stephen Kuffler at 
Johns Hopkins before they moved to Harvard Medical 
School.  The personal accounts are a further reflection of 
Hubel's clear and unpretentious writing style that makes 
this a very accessible paper for students. 
Audience: I have used this paper as a reading assignment 
in an upper-level Neurophysiology course, where we spend 
several weeks on visual processing from retina through 
extrastriate cortex.  The paper provides an appropriately 
detailed supplement to the relatively brief account of visual 
cortex in most textbooks; it hits the sweet spot between 
overly simplified textbook accounts and the original 
research papers. 
 

Seeing with a rewired auditory cortex 
Contributor: Ian Harrington 
Topics: Plasticity; cross-modal rewiring; cortical receptive 
fields; animal behavior 
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References: Sharma et al., 2000; von Melchner et al., 
2000 
Description: Although any number of papers by this group 
could have been considered for inclusion here, I have 
found that these two papers, published in the same issue 
of Nature, work particularly well together.  The first paper, 
by Sharma et al. (2000), addressed whether cortical 
receptive field properties are determined by afferent inputs 
or reflect characteristics of the fields themselves.  
Considered another way, does auditory cortex look like 
auditory cortex regardless of the modality of its inputs?  To 
address this question, neonatal ferrets had the projections 
from their eyes redirected to the auditory thalamus.  This 
changed the modality of the input to the auditory cortex 
while maintaining the integrity of the projections from the 
thalamus to the cortex.  The study demonstrated that cells 
in the rewired auditory cortex were not only visually 
responsive, but that their tuning for orientation and their 
local connections were similar to those found in normal 
visual cortex.  The second paper, by von Melchner et al. 
(2000), addressed a natural follow-up question raised by 
the previous one: When an animal with a rewired auditory 
cortex is exposed to visual stimuli, does it have visual or 
auditory experiences?  In this study, ferrets were only 
rewired unilaterally to allow the animals to serve as their 
own controls.  The animals were trained to make one 
response to centrally presented sounds, and another 
response to lights presented contralateral to their intact 
visual pathway.  Once the animals were performing the 
task well, visual stimuli were presented from the central 
location and one contralateral to the rewired pathway.  The 
animals were tested again following the destruction of all 
visual pathways other than the novel one from the auditory 
thalamus to the auditory cortex.  The results showed that 
when visual stimuli were presented to the rewired auditory 
cortex alone, they were experienced visually.  As was 
suggested by Sharma et al. (2000), although the rewired 
auditory cortex is not an exact reproduction of the normal 
visual cortex (suggesting some intrinsic influences), it 
shares certain characteristics and is able to support visual 
experiences. 
Value: With only a small risk of hyperbole, these papers 
have it all: interesting surgical interventions, plasticity, 
cortical physiology (optical imaging and some single-cell 
recording), retrograde tracing of cortical connections, 
complex behavioral testing (with good experimental 
controls), animal psychophysics, and lesions.  Perhaps the 
greatest value of these papers is to demonstrate the 
multidisciplinary approaches that are necessary to address 
complex questions in neuroscience.  The methods can be 
challenging for undergraduate students to follow but these 
challenges are not insurmountable.  The papers, given the 
format of Nature, are fairly brief, but are well written and 
include clear graphs and other figures.  Because of the 
format, however, some methodological details are referred 
to other sources.  These papers can also be read at 
different levels.  I have mentioned some of the key findings 
of these studies in 5-10 minutes of class time (or had 
students work to understand a single data figure in small 
groups), but could also imagine spending one or more 

class periods working through the details of the papers with 
students. 
Audience: I have used these papers in several courses 
including a 200-level Brain & Behavior and a 300-level 
Sensation & Perception, but could also imagine them being 
used in other upper level courses, especially in a senior 
seminar.  As mentioned above, the papers and their 
findings can be pitched at several levels, as their use 
demands. 
 

The prefrontal cortex and moral judgments 
Contributor: Rupa Gupta Gordon 
Topics: Human cognition and behavior; decision making 
and reasoning; moral judgments; prefrontal cortex; 
plasticity 
References: Koenigs et al., 2007; Taber-Thomas et al., 
2014 
Description: These two studies address the role of the 
ventromedial prefrontal cortex (vmPFC) in moral decision-
making using the lesion method.  The first, by Koenigs et 
al. (2007), compares the moral judgments of patients with 
adult-onset vmPFC damage to healthy comparison 
participants on personal versus impersonal moral 
dilemmas.  These two forms of dilemma differ in that the 
personal form requires direct action (e.g., pushing a fat 
man off of a footbridge) rather than indirect action (e.g., 
pushing a button that diverts a train to a different track) in 
the interests of saving lives.  Patients with vmPFC damage 
are more likely to endorse utilitarian actions in personal 
moral dilemmas, due to the lack of emotional response to 
the personal aspect of the moral dilemma.  This finding 
suggests that the emotionally aversive reaction typically 
experienced when considering personal moral dilemmas 
depends upon the vmPFC.  The second article, by Taber-
Thomas et al. (2014), builds upon this line of research by 
studying the effect of developmental vmPFC damage on 
moral judgments.  Unlike adult-onset vmPFC patients, 
those with developmental vmPFC exhibit more self-serving 
behavior (e.g., pushing an annoying boss off of a building).  
This demonstrates the importance of the vmPFC for 
learning social and moral norms during development.  
However, once learned, the ability to use knowledge of 
these norms can occur in adults independent of the 
vmPFC, as adult-onset vmPFC patients do not endorse 
self-serving situations, but the vmPFC must be intact 
during development for the acquisition of intact moral 
knowledge. 
Value: Not only are these excellent examples of lesion 
studies using groups rather than single cases, but they 
also address a topic that evokes a flurry of debate in class.  
Furthermore, it leads nicely to a discussion of the role of 
free will in moral responsibility and the influence of 
neuroscience on other disciplines like law.  It is beneficial 
for teaching about the research process, as it 
demonstrates the progression of a systematic line of 
research across time.  Beyond the topic, there are valuable 
teaching opportunities in these articles to demonstrate 
basic research concepts.  For example, in Koenigs et al. 
(2007), students can discuss how “personal” vs. 
“impersonal” moral judgments were operationally defined 
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based on the content of the story, while “high” and “low” 
conflict moral judgments were operationally defined based 
on the consistency of participants’ responses. 
Audience: I have used these articles in an upper level 
seminar course on Cognitive Neuropsychology, where 
students read and analyze primary literature.  However, the 
content is also appropriate for an introductory course in 
human neuroscience. 
 

Steroids as a rejuvenating or anti-aging agent 
Contributor: Noah Sandstrom 
Topics: Testosterone; steroids; aging; human behavior; 
history of neuroscience 
Reference: Brown-Séquard, 1889 
Description: The world of professional sports is fraught 
with cases of athletes seeking to gain a competitive edge 
through the use of performance enhancing drugs.  In many 
instances, the drugs of choice are anabolic steroids (e.g., 
testosterone).  In recent years, steroid allegations have 
been made about Barry Bonds, Jose Canseco, Lance 
Armstrong, and countless others.  At the same time, a 
legitimate scientific literature has explored the potential 
clinical utility of steroid replacement/supplementation for a 
variety of conditions (e.g., Alzheimer’s disease, 
hypogonadism) as well an intervention against naturally 
occurring declines in androgen production associated with 
aging.  This report by Brown-Séquard is an absolute 
classic in which the author engages in self-experimentation 
to explore whether administration of extracts from the 
testicles of animals (guinea pigs and dogs) might positively 
impact some of the abilities and faculties that he notes 
have been waning with age.  Brown-Séquard, noting these 
deficiencies (e.g., a developing inability to concentrate, 
constipation, fatigue, forgetfulness) uses a certain logic, 
misguided as we may now understand it to be, to design a 
study in which he grinds up testicles from animals, filters 
them (no sense in injecting anything gross!), and injects 
the extract into his bloodstream.  He soon reports 
remarkable changes in his intellect, his stamina, and his 
powers of defecation and urination. 
Value: This is a wonderfully engaging paper that has value 
in several important regards.  First, it speaks to the long 
history of interest and research in the effects of gonadal 
steroids on human behaviour.  These ideas are at the 
foundation of the steroid scandals that plague so much of 
professional sports – an area of interest to many students.  
Second, it provides a rich case with which to begin 
discussing issues of experimental design and clinical trials.  
The “study” had no controls.  The researcher wasn’t blind; 
the subject wasn’t blind.  In fact, they were the same 
person and we can quite confidently conclude that much of 
the effect that was reported was placebo in nature.  But the 
paper can be a wonderful tool to start students on the 
assignment of trying to design an appropriate clinical trial 
to explore the fundamental questions of interest to Brown-
Séquard.  The paper is a not a state-of-the-art paper – 
rather, the complete opposite.  It is a classic.  Don’t use it 
to educate as to the current state of knowledge regarding 
hormone replacement therapy.  Instead, use it to introduce 
the topic and get people to appreciate that some of the 

same questions we find fascinating today are the same 
ones that researchers were intrigued by over 100 years 
ago. 
Audience: I have used this paper in an upper-level 
seminar on Hormones & Behavior.  It’s on the reading list 
for day 1 alongside a couple of news reports or sports 
magazine articles on steroid abuse.  I use it primarily to 
introduce the concept of hormones influencing behaviour 
but we revisit the topic later in the term when we talk 
specifically about hormones and cognition (and talk about 
current research in that area).  I could also imagine it being 
used in a research methods class when talking about 
clinical trials. 
 

Neural correlates of human sexual orientation 
Contributor: William Grisham 
Topics: Homeostatic and neuroendocrine systems; 
anatomy; sexual orientation 
References: LeVay, 1991; Byne et al., 2001 
Description: These papers were selected because they 
both investigate differences in a hypothalamic nucleus that 
is related/correlated with differences in sexual orientation.  
The second is an attempt at a replication of the first, which 
we almost never see in neuroscience.  In the original 
paper, LeVay (1991) extends the work of Allen et al. (1989) 
who found marked sex difference in two cell groups in the 
anterior hypothalamus of humans.  The interstitial nuclei of 
the anterior hypothalamus (INAH 2 and INAH 3) were 
larger in males than females.  LeVay extended their 
investigation by examining this nucleus in homosexual men 
as well as heterosexual men and women.  LeVay did not 
replicate the sex difference in INAH 2 but did replicate the 
sex difference in INAH 3.  More importantly, LeVay found 
that INAH 3 was much smaller in homosexual men than 
heterosexual men.  Indeed, the difference in INAH 3 was 
about the same as the one between heterosexual men and 
women.  A decade later, Byne et al. (2001) confirmed the 
sex difference in INAH 3—men again were found to have a 
larger INAH 3 than women have.  However, they failed to 
find a difference in INAH 3 between heterosexual men and 
homosexual men in either the volume of the nucleus, the 
neural number, or the neural density (LeVay only 
measured volumes). 
Value: Despite a beautifully written and well-reasoned 
discussion in which LeVay clearly defines the limitations of 
the conclusions, this article is still severely criticized in both 
academic and non-academic circles.  Indeed, although it 
was published nearly 25 years ago, critiques can still be 
found on the web with ill-founded allegations about what 
the data actually mean and what the article actually says.  
These critiques and allegations, however, provide good 
starting points for discussions.  I don’t lead the students to 
the refutations, but rather asked them to figure out if the 
critiques or allegations are valid or not.  These critiques 
and allegations are listed below.  1) The study shows that 
homosexual men are “born that way”—sexual orientation is 
either genetic and/or congenital.  Refutation: LeVay makes 
it clear that the finding is a correlate and that the difference 
could either be a cause or a consequence of engaging in 
homosexual sex.  2) All of the homosexual men in LeVay’s 
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study had died of AIDS, so sexual orientation and HIV+ 
status are confounded.  Refutation: A sub-group of the 
heterosexual men in LeVay’s study had also died of AIDS, 
and the difference between this subgroup of heterosexual 
men with AIDS vs. homosexual men was still present.  
Also, LeVay found there was no correlation between the 
volume of INAH 3 and the length of survival from the time 
of HIV+ diagnosis.  3) Promiscuity could actually be 
responsible for the decrease of INAH 3 size in homosexual 
men rather than sexual orientation.  Refutation: LeVay 
admits that it could be a possible explanation.  4) LeVay is 
openly homosexual, so his results cannot be trusted.  
Refutation: The study was done blind.  5) INAH 3 is much 
too small to be measured reliably.  Refutation: My students 
and I measure much smaller objects (neuron soma sizes) 
with great reliability (Grisham et al., 2003)—it just takes the 
right lens on a microscope.  6) The heterosexual HIV+ men 
in LeVay’s study were actually “in the closet” and should 
have been assigned to the homosexual group.  
Reassigning all of the allegedly heterosexual HIV+ men 
would make the difference in INAH size between 
homosexual and heterosexual men disappear.  Refutation: 
Combining the data across these groups would indeed 
markedly reduce the difference between homosexual and 
heterosexual men.  Nonetheless, the question would then 
be why there is a difference between HIV+ men who were 
identified as homosexual on their medical records versus 
those who were not.  7) The final two arguments revolve 
around statistical considerations.  The first is that there is 
some overlap between the groups in INAH 3 size, therefore 
the differences aren’t real because every last individual 
wasn’t different.  Refutation: Notably, we perform statistics 
on differences between group means, so this is possible.  
LeVay discusses these outliers and suggests that sexual 
orientation may not be the only variable that determines 
the size of this nucleus.  8) Byne et al. did not replicate 
LeVay’s finding.  Refutation: I have my students take the 
values from Table 3 of Byne et al. and run a simple t-test 
on INAH 3 volume between the homosexual vs. 
heterosexual.  (Students will have to figure out the 
standard deviation, but they have the standard error of the 
mean and the sample size, so they can.)  When doing this, 
students will find that the t-test actually does show a 
significant difference.  Byne et al. used a post-hoc Tukey–
Kramer HSD test, which did not reveal the difference.  This 
can generate discussions about statistical power, whether 
or not stringent criteria are appropriate in statistical testing, 
and how sacred the 0.05 criterion should be.  As a 
footnote, Garcia-Falgueras and Swaab (2008) found 
similar results with male-to-female transsexuals: they had a 
smaller INAH 3 volume than did controls. 

Audience: Clearly these papers will be of interest to 

students, especially in light of current legal decisions, and 

could be used in a variety of curricular contexts.  

Conceivably, they could be used in a Neuroscience and 

Society course.  I have used this pair of papers as a part of 

a focused course on sex differences and sexual 

differentiation of the nervous system in vertebrates.  I have 

also used the LeVay paper in my behavioral neuroscience 

lab class as a supplementary reading when examining sex 

differences in the spinal cord (cf. Grisham et al., 2003), and 

https://mdcune.psych.ucla.edu/modules/ratscia). 
 

Investigating sex differences in spatial ability 
using multiple approaches 
Contributor: Shara Stough 
Topics: Sex differences; neuroethology; animal behavior 
and cognition; spatial learning; hippocampus 
References: Gaulin and FitzGerald, 1986; Jacobs, Gaulin, 
Sherry, and Hoffman, 1990 
Description: On average, males demonstrate superior 
spatial navigation skills compared to females.  These sex 
differences are demonstrated across species.  The papers 
I chose for this collection attempt to answer the question of 
why these differences exist and point to a possible 
neurobiological basis for this sexually dimorphic behavior.  
The first paper, by Gaulin and FitzGerald (1986), makes 
use of two closely related species, meadow voles and pine 
voles, with distinct mating systems to test the evolutionary 
hypothesis that differences in spatial ability arise due to the 
larger home ranges of males in polygynous species.  In a 
field study, the authors first measure the home ranges of 
male and female voles of each species using implanted 
radio transmitters.  They find that in the polygynous 
meadow voles, males range much farther than females, 
but in the monogamous pine voles, males and females 
have similar home ranges.  The researchers then re-
capture the monitored voles to test their spatial ability in a 
maze in the lab.  As expected, the male meadow voles 
demonstrate better maze performance than female 
meadow voles, while male and female pine voles perform 
similarly in the maze.  The second paper, by Jacobs et al. 
(1990), provides evidence suggesting that differences in 
hippocampal volume may play a role in the sexual-
dimorphism observed in spatial ability in meadow voles.  In 
this study, the researchers measured the relative 
hippocampal volume (hippocampal volume/brain volume) 
of wild-caught male and female meadow voles and pine 
voles.  As predicted from previous behavioral results, male 
meadow voles had larger hippocampal volumes than 
female meadow voles and there was no difference 
between hippocampal volumes in male and female pine 
voles, providing a possible neurobiological basis for the 
observed differences in behavior. 
Value: I think the greatest value of this set of papers is that 
they demonstrate the utility of investigating a question from 
multiple perspectives.  The papers use both field and 
laboratory studies, and move from an investigation of 
behavior to the neurobiology underlying behavior.  The 
papers are fairly straightforward, so students have a 
relatively easy time understanding the experiments and 
following the logic connecting each approach.  This gives 
us the opportunity to move beyond simple understanding to 
discuss the strengths and weaknesses of each approach 
and to appreciate how evidence can be strengthened with 
the combination of multiple approaches.  The papers also 
present fairly low-hanging fruit for students to identify 
follow-up experiments that would provide stronger support 
for the authors’ hypotheses.  The papers are selected from 
a time point early enough in this line of research and leave 

https://mdcune.psych.ucla.edu/modules/ratscia
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enough unanswered questions for students to engage with 
the results and process as actual researchers would. 
Audience: I use these papers in a senior seminar course.  
The course is focused more on skill development than 
content memorization.  Students learn to read primary 
articles, evaluate information within articles, and synthesize 
information across articles to form their own hypotheses 
and follow-up experiments.  Although the first article is a 
little long, neither article is particularly difficult.  Both 
articles can easily be discussed together in a single 75-
minute class period. 
 

Creating false memories 
Contributor: Monica Linden 
Topics: Learning and memory; hippocampus; amygdala; 
fear; optogenetics; associative learning 
References: Reijmers et al., 2007; Liu et al., 2012; 
Ramirez et al., 2013 
Description: There are multiple papers by this group that 
could be considered including review articles, however the 
Ramirez et al. article is a tractable primary source article 
and is a slightly more exciting finding than the Liu et al. 
article.  The Ramirez paper focuses on how the 
researchers can create a false memory of fear in a “safe” 
box by activating the neurons representing the “safe” box 
while the animal is learning to fear a “scary” box.  This is 
accomplished using c-fos-tTA mice in combination with an 
AAV-TRE-ChR2-mChery virus to express 
channelrhodopsin with temporal specificity in the 
hippocampus.  There are several versions of the 
experiment, but in general, channelrhodopsin is expressed 
in neurons active in a “safe” context.  These neurons are 
then reactivated using light while the animal is fear 
conditioned in a separate context.  The animal’s response 
is then tested in the safe context, where we now see a fear 
response.  The researchers compare the results of the 
experiment when the virus is injected into the dentate 
gyrus versus the CA1 region of the hippocampus, showing 
that these results are observed for dentate gyrus but not 
for CA1.  They also use fluorescent imaging to compare 
expression patterns of the channelrhodopsin-expressing 
neurons and cFos.  In an additional experiment, the 
researchers show that conditioned place avoidance can be 
induced using a similar protocol wherein the animal is fear-
conditioned in a separate context, but will express a fear 
memory for the context reactivated during the fear 
conditioning.  These results produce the remarkable 
conclusion that neurons reactivated during the delivery of 
an unconditioned stimulus can create a false associative 
fear memory to a conditioned stimulus that was not present 
during the delivery of the unconditioned stimulus. 
Value: This paper excites the students as it exposes them 
to cutting-edge technology coupled with clear experimental 
design and easy-to-understand behavioral experiments.  
Students are drawn in by the idea of the “Marilyn Monroe 
Experiment” (i.e., can you artificially give the memory of 
one night with Marilyn Monroe?), as they see a real 
implementation of mice fearing a location where they have 
never received a shock.  They also enjoy learning about 
optogenetics.  While the technique itself is complicated, 

using Reijmers et al. (2007) and Liu et al. (2012) as 
background material allows students to appreciate the 
need for both temporal and anatomical specificity in gene 
expression.  Furthermore, reviewing the results of Liu et al. 
helps the students understand the basic setup of the 
experiments in Ramirez et al.  With guidance, the students 
can understand how each type of specificity is 
accomplished and why it is necessary.  The paper also 
uses clear figures to illustrate the behavioral paradigms, so 
it is quite easy to follow what is happening during each 
iteration of the experiment.  Furthermore, this paper can 
serve as a nice capstone in a learning and memory class 
because it brings together the functioning of the 
hippocampus with fear conditioning in an exciting, new 
way.  Because the paper is in Science, it is a condensed 
format that is not overwhelming to the students.  At the 
same time, it is useful to direct the students to some of the 
supplementary figures.  (Alternatively, interpretation of the 
supplementary figures can make for good exam 
questions!) 
Audience: I have used this paper in a junior/senior level 
Neurobiology of Learning and Memory course.  I could 
imagine this paper being used in a variety of upper level 
courses including senior seminars.  The methods could 
also be used in a techniques-focused course.  Additionally, 
the findings could be discussed in a lower-level course or a 
non-majors course as a way to get students excited about 
the future of neuroscience research. 
 

Knowledge transplant 
Contributor: Michael C. Wiest 
Topics: Learning and memory; rodent; hippocampus; 
micro stimulation; electrical stimulation; memory-transfer; 
ensemble; neuro-prosthetic 
Reference: Deadwyler et al., 2013 
Description: Deadwyler et al. (2013) demonstrates a 
transfer of task-relevant knowledge from a well-trained 
donor rat to a relatively naïve recipient rat in the form of 
neural activity patterns induced by multi-site electrical 
micro-stimulation in the recipient hippocampus.  The task is 
a well-studied delayed non-match to sample (DNMS) task 
that involves remembering the position of a sample lever 
over the course of a 1 to 60 second delay.  Distributed 
spiking activity patterns were measured using multi-site 
recordings in the donor rat, and these formed the basis for 
a computational model of the hippocampal “ensemble 
codes” or spatial activity patterns corresponding to 
successful and unsuccessful memory encoding during the 
sample phase of the task.  “Successful” activity patterns 
were then induced in the donor hippocampus by multi-site 
electrical stimulation, resulting in dramatic performance 
improvements compared to un-stimulated trials or 
stimulation with unfavorable activity patterns.  This 
suggests the exciting possibility of transferring memories 
from one brain to another in order to enhance memory 
performance or recover lost memory functions — as 
distinct from transferring immediate sensory information or 
motor commands as in a related “brain-to-brain interface” 
paper (Pais-Vierra et al., 2013).  Another paper from the 
Deadwyler and Hampson group (Hampson et al., 2013) 
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shows that neuro-prosthetic memory enhancement is 
feasible in primates; however that paper does not show 
transfer between animals as in the rat paper above 
(Deadwyler et al., 2013). 
Value: The idea of directly inducing specific experiences 
and knowledge by brain stimulation is naturally exciting.  It 
evokes images from popular science fiction movies like 
The Matrix and Inception and can lead one to fascinating 
philosophical issues.  But for more practical-minded 
students, it is not that difficult to imagine huge medical and 
societal benefits if we become able to implant skills and 
knowledge as needed in people — people with memory 
loss or people with important and difficult jobs.  Given 
these motivations for studying the paper, there is also a 
substantial pedagogical payoff in terms of understanding 
the experimental design, the multi-channel recording and 
stimulation methods, distinct functional roles for 
hippocampal areas CA1 and CA3, and the concept of an 
ensemble code that undergoes transformations over time 
that predict success or failure in the task.  The “non-linear 
multiple-input multiple-output” model in the paper may be 
taken as an example of the importance of mathematical 
and computational modeling approaches in systems 
neuroscience. 
Audience: I have had a small group of senior 
undergraduate neuroscience majors present Deadwyler et 
al. (2013) for discussion in our senior capstone seminar 
course.  I consider it a challenging paper even for that 
relatively advanced group of students.  However, I think the 
gist of the paper is accessible and valuable even if some 
technical details are skimmed over.  For example, students 
can get some appreciation of how computational modeling 
can be useful from Deadwyler et al. (2013), even if they are 
not immediately motivated to master those methods 
themselves.  Thus, I think this paper could be discussed in 
lower-level classes, but in that case I would probably not 
expect students to read the whole paper and I would 
present some of the core ideas myself rather than 
expecting students to lead the discussion.  For non-majors, 
I would probably present a digested version of the results 
rather than assigning sections of the paper. 
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